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Fred Dretske begins chapter three of his *Explaining Behavior* with the following observations:

Some behavior is the expression of intelligent thought and purpose. Clyde goes to the kitchen because he wants another beer and thinks there is one left in the refrigerator. Whether or not they are *causes* of behavior, Clyde’s reasons — his desire for a beer and his belief that there is one in the fridge — are certainly thought to *explain* his behavior. They tell us *why* he made the trip to the kitchen.¹

There are at least two important ideas in Dretske’s story of Clyde. First, not all explanations are narrowly causal explanations. As Wittgenstein is reported to have said, sometimes an explanation consists in “the understanding which consists in seeing connections…” ² Second, at least some of our behaviors require an ability to represent the world. As John Haugeland writes:

A sophisticated system (organism) designed (evolved) to maximize some end (such as survival) must in general adjust its behavior to specific features, structures, or configurations of its environment in ways that could not have been fully prearranged in its design. If the relevant features are reliably present and manifest to the system (via some signal) whenever the adjustments must be made, then they need not be represented. Thus, plants that track the sun with their leaves needn’t represent it or its position, because the tracking can be guided directly by the sun itself. But if the relevant features are not always present (manifest), then they can, at least in some cases, be represented; that is, something else can stand in for them, with the power to guide behavior in their stead. That which stands in for something else in this way is a *representation*…³

¹ Dretske, p. 51.
² Quoted Monk, p. 451.
Relative to Dretske’s example, perhaps if Clyde’s kitchen never changed, if his pathway to the refrigerator was always unobstructed, and if there was always beer in the refrigerator, then his behavior would not need a representational explanation. Suffice to say though, this would be an unusual situation. Thus, Clyde’s behavior seems a likely candidate for having a representational explanation. Moreover, the complexity exemplified in Clyde’s behavior is typical of many behaviors that human beings exhibit. Accordingly, the assumption that some significant portion of human behaviors requires an ability to represent the world appears quite commonsensical. This has led many people to contend that the only plausible psychology that could succeed in explaining a significant portion of human behaviors must make use of mental representations. Commonsense notwithstanding, a central issue for theories making use of mental representations concerns their compatibility with our “emerging neuroscientific picture of living organisms.” How, in the words of Stephen Stich, can representational properties of mental states “be explained in terms that are compatible with the broader, physicalistic view of nature provided by the natural sciences”? In what follows I will outline a strategy of integrating mental representations into the natural world.

A good place to start is with why someone would think that the compatibility of mental representations with an “emerging neuroscientific picture of living organisms” is problematic. There are at least three kinds of answers. First, there is the question of how something like a neurological state can represent anything at all. Paradigmatic instances of representations involve some sort of similitude relationship. For instance, a photograph is representative of what has been photographed because it bears a certain resemblance to what has been photographed. The problem is that using this as a paradigm of representation makes it difficult to understand how a neurological state could represent anything other than, at best, some other neurological state. Second, there is the question of what role mental representations play in causing behavior. For instance, in the case of Clyde, suppose that we were to totally separate the kind of explanations in which mental representations play a role

4 Though I restrict attention to human beings in this paper, there is no reason that the account offered could not be extended beyond the case of human beings.
5 Dretske, p. 51.
6 Stich, p. 246. Also see Tye, p. 422.
7 As Cummins, 1989: pp. 2-6, notes, this is the conception of representation that is common to both representations as “inFORMED mind-stuff” (e.g., Aristotle) and the later developments of the British empiricists (e.g., Berkeley) for whom representations were “images”.
8 As Cummins, 1989: p. 6, writes, “[L]ike symbols, neurophysiological states cannot represent things in virtue of resembling them. Advocates of symbols or neurophysiological states must ground representation in something other than similarity.”
from causal explanations. In such a case, to the extent that the “emerging neuroscience picture of living organisms” seeks for causal explanations, explanations involving mental representations will be at best superfluous, and at worst misleading. Third, there is the fact that representations are relational (observer-relative) in character. As Daniel Dennett writes, “nothing is intrinsically a representation of anything; something is a representation only for or to someone.” An example from Hilary Putnam neatly illustrates this character of representations:

An ant is crawling on a patch of sand. As it crawls, it traces a line in the sand. By pure chance the line that it traces curves and recrosses itself in such a way that it ends up looking like a recognizable caricature of Winston Churchill. Has the ant traced a picture of Winston Churchill, a picture that depicts Churchill?

Most people would say, on a little reflection, that it has not. The ant, after all, has never seen Churchill, or even a picture of Churchill, and it had no intention of depicting Churchill. It simply traced a line (and even that was unintentional), a line that we can ‘see as’ a picture of Churchill.

The problem is that mental representations were supposed to explain, amongst other things, intentional behavior. Clyde’s behavior was described using representations because we were trying to account for his intentional behavior of seeking a beer in the refrigerator. If, like the plant tracking the sun across the sky, his behavior hadn’t been intentional, there wouldn’t be a need for a representational explanation. However, if it is Clyde who is, in some sense, making use of mental representations, then it seems that there must be a primitive, non-representational kind of intentionality in order for mental representation explanations to get off the ground. This appears to introduce a non-physical, mental element into explanations of a significant portion of

---

9 Dennett, 1981: p. 122. Also see Dennett, 1981: p. 101, and Putnam, 1981: chapter 1. In contrast with some representationalists who claim that the formal, structural characteristics of representations are not “observer relative”, Searle, 1990: p. 35, claims that the formal (syntactical/structural) character of representations is, like the non-formal, representational (semantic) character of representations, observer relative. What this means, writes Searle, 1990: p. 29, is that “[W]ithout a homunculus that stands outside the recursive decomposition, we do not even have a syntax to operate with.” If correct, then the problems for representationalism posed by the relativity of representations cannot be resolved by considering only the formal (syntactic) characteristics of representations.

10 Putnam, 1981: p. 1. Also see Haugeland, “The Intentionality All-Stars,” pp. 129-130, who writes that “if some cyanide molecules in the Crab Nebula should happen to trace out the shape of the letters ‘Hank Aaron’, they would not name the homer Hammer (or even be the letters ‘Hank Aaron’).”
human behaviors. Although these problems are often treated separately, it is the last problem that is central.

To understand why the third problem is central, an important first step is to recognize that the relational character of mental representations seems to require positing constituent psychologically characterized subsystems for whom representations are representations. That is, if Dennett is right that “nothing is intrinsically a representation of anything; something is a representation only for or to someone”, then attributing mental representations to a person is really a two-stage process. First, there is the stage in which we are led on the basis of observable behaviors (within a certain context) to attribute mental representations to the organism manifesting the behaviors. Second, there is the stage in which, if the organism in question is making use of the mental representations, we must attribute some “psychologically internal interpreter” of the mental representations. Such psychologically internal subsystems whose role is to interpret and so make use of mental representations are often called ‘homunculi’. The point is that because representations have non-formal, representational properties only in virtue of their being representations “for or to someone”, it follows that mental representations can enter into explanations of behaviors only in virtue of their interpretation by homunculi. Thus, the representational behaviors of human beings are explained in terms of the uses homunculi make of interpreted mental representations. An imaginative example from Jerry Fodor provides a good illustration of the idea:

This is the way we tie our shoes: There is a little man who lives in one’s head. The little man keeps a library. When one acts upon the intention to tie one’s shoes, the little man fetches down a volume entitled Tying One’s Shoes. The volume says such things as: “Take the left free end of the shoelace in the left hand. Cross the left free end of the shoelace over the right free end of the shoelace…” etc. … When the little man reads “take the left free end of the shoelace in the left hand,” we imagine him ringing up the shop foreman in charge of grasping shoelaces. The shop foreman goes about supervising that activity in a way that is, in essence, a microcosm of tying one’s shoe. Indeed, the shop foreman might be imagined to superintend a detail of wage slaves, whose functions include: searching representations of visual inputs for traces of shoelace, dispatching orders to flex and contract fingers on the left hand, etc.

11 Lycan, 1988: p. 5. As Dennett, 1981: p. 124, writes, “each homunculus has representations that it uses to execute its functions…”
12 Searle, 1990: p. 28, calls this the semantic form of the homuncular fallacy.
Continuing on with talk of homunculi, since the use homunculi make of mental representations is a function of their interpreting those representations, homunculi must “be capable of comprehension, and … have beliefs” so that they can use the representations to achieve their goals.\(^\text{14}\) But now recall that the “emerging neuroscientific picture of living organisms” understands mental representations broadly as neurological states.\(^\text{15}\) Thus, if we think of homunculi (which are themselves neural structures) as interpreters of neurological states or sets of neural states, then we have an answer to how neurological states can be representational. Neurological states have representational characteristics in a way analogous to that in which written or spoken words have representational characteristics. So understood, the representational character of neurological states is not more mysterious than that of spoken and written language. Indeed, divorced of its sentential commitments, this is pretty much the way that Francis Crick describes the way that distributed parts of the brain monitor how other parts of the brain — sets of neurons — interact with one another.\(^\text{16}\) Moreover, we also have an answer as to how mental representations enter into explanations of an organism’s behavior. Mental representations qua neural states or sets of states are interpreted by psychologically internal subsystems — homunculi qua neural structures — so as to achieve certain goals.\(^\text{17}\) Again, the analogy can be drawn to the ways in which a story can enter into an explanation for why a person does what she or he does. The person reads the story and in the process of reading, interprets the information in such a way that certain behaviors are discovered to be consistent with the realization of desired goals, while others are inconsistent with their realization. Similarly, homunculi “read”/interpret mental representations in such a way that certain behaviors are discovered to be consistent with the realization of desired goals, while others are inconsistent with their realization. Fodor’s “little man who lives in the head” is, in reality, a part of the head — a semi-autonomous neural module whose function is to interpret the representational information supplied by other parts of the brain.

\(^\text{15}\) There are really two different views that can be teased out here. On the one hand, if one focuses on the symbolic character of mental representations, then the fact that they are instantiated by neural structures is not crucial. Anything that could instantiate the requisite symbolic structure would suffice — e.g., a computer. On the other hand, if one views mental representations as biological phenomena essentially, then, as Cummins, 1989: p. 6, writes, “[M]ental representations cannot be realized in, say, a digital computer, no matter how brain-like its architecture happens to be at some nonbiological level of description.” For the purposes of this paper, it is not important to consider separately the two views.
\(^\text{16}\) See, for example, Crick, pp. 203ff.
\(^\text{17}\) See Haugeland, 2000: pp. 117ff.
Here though, we reach the crux of the problem. We have answered the three problems associated with mental representations by treating them on a par with ordinary spoken or written language. In effect, we have treated mental representations as if they were elements in a language of thought.\footnote{Connectionists, while they too hold that mental representations are symbolic structures, deny that they are language-like objects of computation. While, for purposes of exposition, I use the analogy of mental representations as linguistic symbols, the points made hold, \textit{mutatis mutandis}, for connectionist construals of mental representations.} The problem is that this explanation seems really to be no explanation at all. We have explained mental representations by positing homunculi who themselves have a variety of rather complex psychological states, and so have answered the problems associated with mental representations by treating their representational characteristics as derivative—derivative of the psychology of interpreting homunculi. Just as users of English give the representational character of ‘cat’ to it, analogously the representational character of a neural state is given to it by the interpreting homunculus. The problem is that the interpretive behavior of homunculi seems to be the very kind of behavior that mental representations were posited to explain at the molar level. If so, we are led to identify psychologically internal structures of homunculi whose function is to interpret the mental representations that homunculi make use of in interpreting molar level mental representations. However this simply pushes the problem back one more level, with similar concerns leading to indefinitely “lower” levels of interpreting sub-homunculi.

One possible conclusion that can be drawn here is that we ought to give up talk of mental representations in accounting for any human behaviors. This, though, seems an especially Draconian sort of conclusion. After all, as Andy Clark and Josefa Roribio rightly note, “[C]ognitive science, it has often seemed, is agreed on at least this: that at the heart of a scientific understanding of cognition lies one crucial construct, the notion of internal representation.”\footnote{Clark and Toribio, p. 401.} Thus, giving up talk of mental representations in accounting for significant portions of human behavior ought to be a last alternative, not a conclusion immediately embraced. Accordingly, at this point advocates of mental representation explanations often adopt the strategy implicit in Fodor’s example of shoe tying—a decompositional analysis into simpler and simpler subsystems until a point is reached where the interpretive activity is so simple that it has a known computational instantiation. On such an account, one discharges representations at some low level of analysis as “ontologically otiose”, and so integrates the higher-level representational explanations into a naturalistic view of the world. The problem is that while, as Marvin Minsky suggests, this is a promising strategy in the case of something like intelli-
gence, it will not work for interpretation. In explaining intelligence, the idea is that we take a complex intelligent activity, like shoe tying, and break it down into the interaction of several simpler activities. The key is that at each level of decompositional analysis the interaction of less intelligent subsystems will explain the more complex, higher level intelligent activity. As William Lycan writes, we will explain “the successful activity of one homunculus, not by positing a second homunculus within it that successfully performs that action, but by positing a team of several smaller, individually less talented and more specialized homunculi—and detailing the ways in which the team members cooperate in order to produce their joint or corporate output.” Of course if the intelligent activity were equally complex at all levels, then, arguably, no real explanatory work would have been done. However, as long as the homuncular subsystems do not duplicate the intelligent activity they were posited to explain, then there is nothing wrong with the strategy. This works in the case of intelligence just because intelligence, as suggested by Fodor’s example, comes in degrees. However, interpretation, unlike intelligence, does not come in degrees. The interpretive activity of homuncular subsystems may be more specialized than the higher-level system whose interpretive activity they were posited to explain, but they are no less interpretive than the higher-level system. If there was no computational instantiation of interpretive activity at the molar level, then there is no reason to think that it will be forthcoming at some homuncular level, the result being that representationalist explanations seem question begging.

20 Minsky, p. 17, writes:

This book [The Society of Mind] tries to explain how minds work. How can intelligence emerge from nonintelligence? To answer that, we’ll show that you can build a mind from many little parts, each mindless by itself.

Also see Cummins, 1983: pp. 91-93. As Harré notes, p. 10, the idea of subpersonal psychology — as the strategy of transferring “the apparent psychological truths of commonsense psychologies into the scientific mode by the neat device of transforming personal functions into mental organs (or, in cybernetic terms, processing modules)” — is nothing new. Harré considers how the idea shows itself in both medieval morality plays and Freudian psychodynamics. It’s also an idea that finds expression in Plato’s tripartite conception of the soul.

21 Lycan, 1996: p. 80. As Sterelny, p. 33, writes, “[W]e must not explain a cognitive capacity by tacitly positing an inner person with that very same capacity.” Similarly, Sober, p. 420, writes that advocates of homuncular accounts believe that “[P]ositulating little men is permissible, as long as the little men do not have the same full-blown abilities as the people they inhabit.” Also see Dennett, 1981: p. 124, and Haugeland, 2000: pp. 113-114.
Although the decompositional analysis of interpretive activity seems to fail, the failure is suggestive. If we are to keep representational explanations and concede their observer-relative character, then what gives rise to the problem is the assumption that the interpretive activity is internal to the person whose behavior is explained using mental representations. The problem, in other words, is an implicit acceptance of the mind as a sort of “Cartesian Theatre”. On such a view, representations appear on stage, are interpreted by the self/mind on whose theatre they appear, and then are used to achieve the self/mind’s goals. It is this picture of the mind and the role of representations that must be resisted. Accordingly, the thesis that I will explore in the balance of this paper is that the problems posed by mental representations can be resolved by accepting their observer-relative character, but denying that their “interpreter and user” must always be an internal sub-system of the human being to whom they are attributed.

In filling out the details associated with this claim, it is useful to begin by identifying two different questions:

(Q1) When does the complex pattern of human behavior warrant attributing mental states and activities to a human being?
(Q2) On the assumption that a human being’s behavior warrants attributing mental states and activities to the human being, under what circumstances, if any, is it justified to account for such states in activities in terms of representations?

With respect to the first question, two remarks by Ludwig Wittgenstein in volume II of his Remarks on the Philosophy of Psychology are suggestive of the line I will advocate. The first remark is:

“Human beings think, grasshoppers don’t.” This means something like: the concept of ‘thinking’ refers to human life, not to that of grasshoppers. (§ 23)

The second remark is:

“Human beings sometimes think.” How did I learn what “thinking” means? — It seems I can only have learned it by living with people. — To be sure, one could imagine seeing human life in a film, or being allowed merely to observe life without participating in it. Anyone who did this would then understand human life as we understand the life of fish or even of plants. We can’t talk about the joy and sorrow, etc., of fish. (§ 29)

23 Dennett, 1981: p. 121.
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What these remarks suggest is that the answer to the first question can only be found by looking at the roles and activities of the human being within a social practice. As Clark says, we attribute mental states and activities “by throwing a kind of interpretative net over a whole body of behavior. And the mesh of that net is gauged to our particular interest in making sense of behavior.”  

Clark, p. 49. Also see Heil, 1983: pp. 163, 195.

The interpretative net imposes a “holistic interpretation upon a large body of behavior in an environmental context” with the intent of making as much sense as possible of that behavior relative to the interests of the community making the attributions of mental states and activities. This means that no one can unilaterally understand what it means for instances of behavior to warrant the attribution of mental states and activities except by reference to the authority of securable communal assent on the matter.

24 Clark, p. 49. Also see Heil, 1983: pp. 163, 195.


Relative to the first question then, the pattern of behavior exhibited by a human being warrants attributing mental states and activities to the creature only if the behavior is such that the community making attributions of mental states and activities accepts the behavior to be of such a sort that the attribution of mental states and activities is warranted.  


26 See Gier, p. 61, Kripke, chapter 3 and Lovibond, p. 51. In contrast see Budd, pp. 318ff.

27 As Searle, 1981: p. 416, says, tables, chairs, mountains and beaches may be displaced by physics in the sense that the laws of physics “do not mention objects under the description ‘chair’, ‘table’, ‘mountain’ or beach”, but it does not follow from this that tables, chairs, mountains and beaches do not exist.

28 As Searle, 1981: p. 416, says, tables, chairs, mountains and beaches may be displaced by physics in the sense that the laws of physics “do not mention objects under the description ‘chair’, ‘table’, ‘mountain’ or beach”, but it does not follow from this that tables, chairs, mountains and beaches do not exist.

for people seeking explanations for neurophysical happenings in people no attributions of mental states and activities will be made. At the same time though, in their lives apart from such practices, attributions of mental states and activities will continue to play important and essential roles. For instance, it is difficult to imagine how we could make sense of blaming and praising, sneering, hinting and insinuating, joking and punning, and in Kathleen Wilkes' words, "a wide variety of other Austinitatious performances"\(^{30}\) without reference to mental states and activities. Such a view is no more ontologically instrumentalist or irrealist concerning mental states and activities than physics is concerning the existence of mountains. At the same time though, it does mean that often there will be no naturalistic necessary and sufficient conditions that must be satisfied in order for attributions of mental states and activities to be warranted.

Given that within the context of many ordinary human practices it is proper to attribute mental states and activities, why explain them by making reference to mental representations? This is what the second question asks. The representationalist's answer to the second question is that if the most plausible explanations of the mental states and activities attributed to human beings that capture all the common sense psychological generalizations wanted are explanations that posit representations, then the posit will be made. Following a suggestion by Wilkes, the idea is that “[W]hat we cite in an explanation is in part a function of what puzzles our audience. People can be puzzled by all sorts of things, and so what we cite will depend as much on what we think the audience assumes about the problematic activity ... as on what is supposed to hold of the agent.”\(^{31}\) For instance, think again of Clyde. We want to explain Clyde’s behavior in going to the kitchen to get the beer. We know that Clyde does not invariably have beer in the refrigerator and that the obstacles to getting to the refrigerator vary from day to day. Thus, we are let to posit representations in order to account for Clyde’s behavior. Does Clyde “use” the representations? In one sense, yes. We say that Clyde has a variety of representations and explain his behavior in terms of the ways that these representations contentfully interact with desires and other representations. However, we can say this without supposing that there is something internal to Clyde, behind the representations, making use of them in the way that a puppeteer uses a puppet. The mistake comes in supposing that we must say that Clyde is somehow different and apart from the representations. This is analogous to supposing that there is a difference between the thinker and the thinking. What we should say is that the thinker is the thinking, that Clyde is his representations. What makes them representations is not, necessarily, that they are representations for some internal psychological structure — a

\(^{30}\) Wilkes, 1984: p. 347.

\(^{31}\) Wilkes, 1986: p. 177.
homunculus — but that they are representations for those of us accounting for Clyde’s behavior. Although we “use” the representations in accounting for Clyde’s behavior, our use is not the same as Clyde’s use.

Of course, none of this precludes the possibility of there sometimes being psychologically internal systems for whom the representations are representations. Just as the attribution of personal level mental states and activities is made so as to, in Dennett’s words, make as much sense as possible of the behavior of the human being relative to the interests of a community making such attributions, so too this is the motivation for positing representation using subsystems. Thus, the natural question is whether there any “good reasons” for supposing that the “interpreters of representations” will ever be (homuncular) subsystems internal to the person to whom mental states and activities are attributed? The answer to this question is, I believe, “yes”. There is a range of interesting cases where it is natural and helpful to attribute such internal interpreters of representations. For example, Amélie Rorty writes that “a self that is a loosely organized system composed of relatively autonomous subsystems seems hospitable to the possibility of self-deception. Self-deception is demystified and naturalized, and even to some extent explained, if the elf is a complexly divided entity for whom rational integration is a task and an ideal rather than a starting point.” This is a view shared by such writers as Herbert Fingarette and Donald Davidson. Concerning Fingarette, Mike Martin writes that “Herbert Fingarette suggested that a self-deceiver—indeed, each of us—is a community of subselves which are organized clusters of desires-attitudes-emotions-beliefs-purposes, each of which can be expressed in semi-independence from other clusters.” Similarly, psychological phenomena such as amnesia, multiple personality disorders, and introspection, to name only three, have often led people to posit inner, relatively autonomous subsystems as constituting the self. The important point is that it is an empirical question whether we need to posit internal interpreters of mental representations. If it turns out that withholding

---

33 As Heil, 1994: p. 112, notes, “[T]he concept of a divided mind has an ancient and honorable history, going back at least to Plato’s account of the tripartite soul in the Republic.” Heil goes on to write, p. 118, that contemporary theorists “appeal to multiple selves not only in accounts of self-deception, weakness of will, and self-control but in discussions of conflicts among desires and between long- and short-term interests as well.”
34 Amélie Rorty, p. 213.
35 See, for example, Fingarette, pp. 85ff.
36 Martin, p. 27. Dennett is committed to the even stronger thesis that the self is a fictional “center of narrative grammar”.
37 See Braude, chapter 6.
mental representations. If it turns out that withholding attributions of internal interpreters of representations will allow better sense to be made of a human being’s behavior relative to the interests of the community making attributions of mental states and activities, or will not contribute in any meaningful way to making sense of the human being’s mental states and activities relative to the interests of the community making attributions of mental states and activities, then such attributions will be withheld.

Here two questions naturally suggest themselves. First, if a decomposition of molar level mental states and activities occurs, must the decomposition continue because the explanation makes reference to the mental states and activities of homuncular subsystems? Second, if either there is no decomposition of the personal level mental states and activities, or there is decomposition but the decomposition stops at some “lower” level, isn’t representational psychology question-begging?

We have already seen how an answer to the first question runs. Specifically, the answer depends on whether decomposing molar level mental states and activities into simpler, more specialized homunculi to whom mental states and activities are attributed, will contribute to making sense of the human being’s mental states and activities. If the answer is ‘yes’, then molar level mental states and activities ought to be decomposed. At this next point, if continuing the decomposition of the mental states and activities will further contribute to making sense of the human being’s mental states and activities, then the decomposition ought to continue. It is only when the stage is reached when nothing of further explanatory value is gained that the decomposition should stop. When this point is reached, the justifications for positing representation-using subsystems have been exhausted. The idea is not that further decomposition cannot be carried out, but that nothing of “interest” is gained in continuing the decompositions. What has been reached is, as Wittgenstein says, a “psychological, not a logical terminus” where, rather than continuing the decompositional analysis, the representationalist may say that this is simply how the human being behaves. Just where the “cut off point” occurs will vary from situation to situation. For example, R.A. Sharpe writes that:

When I use the words ‘He is angry’, I may do so because I see straight off that the man is angry. I do not infer this from his behavior. I am not hypothesizing an inner state to explain his behavior.

---

40 Sharpe, p. 381.
Here the cut off point occurs at the molar level. On the other hand, cases like self-deception and multiple personality disorders suggest that sometimes the decompositional analysis may go quite deep. Having said all this, it is, of course, still an open and interesting question about how these mental states and activities are realized in the biology of the human being, and how they are affected by changes in the biology. This, though, is a different kind of question.

What then of the second question about whether representational psychology is question begging? In reality, there are two questions here. First, there is the question of whether any non-question begging explanation of mental states and activities must be one that explains the mental in terms of the non-mental. As Michael Tye notes, some conceptions of naturalism claim that answers to questions about mental states must be framed in a vocabulary that is "entirely non-mental (for example, behavioral or functional)."\(^{41}\) Second, there is the question of whether stopping the regress of interpreters of representations with public interpreters begs the question of how these public interpreters are able to interpret representations. The problem is this: If a given subject’s possessing representational mental states is contingent upon the existence of a community of interpreters of representations, then presumably the same is true of the representational mental states of the members of the community. Thus, there must be a second community of interpreters to anchor the representational mental states of the first community, and so on ad infinitum. It seems to follow that either there is a vicious infinite regress of interpreters of representations, or stopping the regress at the community level is question begging.

To understand how the representationalist can answer these two interrelated questions, it is necessary to distinguish three different kinds of explanations:\(^{42}\)

- \(\text{a)}\) Explanations of high-level (complex) mental states and activities in terms of lower-level (less complex) mental states and activities;
- \(\text{b)}\) Explanations of mental states and activities in terms of non-mental states and activities;
- \(\text{c)}\) Explanations of high-level (complex) non-mental states and activities in terms of lower-level (less complex) non-mental states and activities.

It is true that if one recognizes only explanations of the form \(\text{b)}\) or \(\text{c)}\), then explanations of form \(\text{a)}\) are question begging. If the only way to genuinely explain mental states and activities is in terms of some non-representational vocabulary, then \(\text{a)}\) form explanations are not genuinely explanatory. How-

\(^{41}\) Tye, p. 422.
\(^{42}\) Richard Rorty, p. 163, seems to conflate explanations of type (a) and (b).
ever, this is where to recall Wittgenstein’s remark from the beginning of the paper—sometimes an explanation consists in “the understanding which consists in seeing connections…” 43 As implied above, the goal of representationalist psychology is not to account for how mental states and activities are instantiated as biological structures. Rather, the goal is to make as much sense as possible of certain kinds of psychological behaviors relative to the community interested in those behaviors. This runs counter to Paul Churchland for whom “… the primary purpose of folk-psychological talk is to fix on neurophysiologically sound states of the head so as to facilitate the prediction and explanation of others’ … bodily movement”44. Representationalist psychology is not, as argued by Patricia Churchland and Paul Churchland, a stone-age relative of more respectable contemporary scientific theories. Instead, what we have are what Wittgenstein would call two different language games; one language game concerned with non-representational states and activities (for example, physics, biology, etc.), and another language game concerned with the attribution of mental states and activities, and making representational explanations on the basis of those attributions. Following out a remark of Wittgenstein’s in *The Brown Book*, David Bloor puts it this way:

[The language game associated with representationalist psychology] consists in making our actions intelligible by relating them to an accepted pattern of conduct and explanation. These patterns are known to all competent social actors and so they are readily available for the purposes of explanation and justification.45

Because the representationalist is offering explanations within the mental realm, explanations of form (a) are not question begging. To suppose otherwise is tantamount to saying that explanations of form (c) are question begging because they explain high-level non-representational states and activities in terms of low-level non-representational states and activities. But this is the wrong conclusion to draw. As long as the explanations are explanations of non-representational states and activities, then explanations of form (c) are perfectly appropriate, and *mutatis mutandis*, explanations of form (a) are also perfectly appropriate.

In addition, often the representationalist is not interested in providing explanations of high-level mental states and activities in terms of lower level mental states and activities. In many cases the attributions of mental states and activities are simply the results of the use of our practical skill of knowing how to deal with the world; “how to interact with the human and non-human

43 Quoted in Monk, p. 451.
44 Clark, p. 201n1.
45 Bloor, p. 72
environment. In such cases the attributions show a practical skill and do not present themselves as candidates for decompositional explanations. Indeed, many times such attributions present themselves as candidates for decompositional explanations only because our practical skill of knowing how to deal with the world either fails us or is thwarted. Thus, recognizing that the language games of making use of a mental vocabulary are different from those making use of a non-mental vocabulary leads to a rejection of the claim that explanations of form (a) are question begging.47

What now of the second problem—the problem of an infinite regress of communities of interpreters? Here the answer is that even if there is in some sense a regress, it is not a vicious regress. This is really the insight provided by the answer to the first problem. It is true that making the interpretation of representations external to the human said to have the mental representations leaves the interpretative activity of the external community members unexplained. However, why should this be a problem? We have explained the mental states and activities of the interpreted human, and this is what we wanted to do. Of course a different question can now be asked; viz., what about the mental states and activities of the community members engaged in the interpretation? This too, though, has an answer. For any given member of the community, that person’s interpretive activity is explained by positing mental representations that are interpreted as representations by other members of the community. To be sure, there is a kind of regress, but just as the regress is not vicious in coherence theories of epistemic justification, so too it is not vicious here. If there is something problematic here, it is that we seem left with mental states that have not been explained in terms of a non-mentalistic vocabulary. As has already been suggested, this kind of objection rests upon a conflation of two different, though not incompatible, language games. The regress is vicious only if one insists that any non-vicious explanation of mental states and activities must finally “terminate” in explanations making use of a non-mental vocabulary. It is this insistence that must be resisted.

Finally then, it is important to note that the sort of explanations that the version of representationalism advocated in this paper makes use of are not

46 Stoutland, p. 8.
47 See Wittgenstein, 1972: pp. 20ff where a similar point is made concerning the relation between aesthetic and physiological (or, more broadly, physical) explanations. It is worth noting that such a conclusion is consistent with there also being explanations of type (b). Indeed, as Dennett, 1989: p. 74, writes, “[I]ntentional system theory is almost literally a black box theory”. Also see Dennett, 1989: pp. 257ff. Presumably this view clashes with that of Fodor who, according to Putnam, 1988: p. 7, desires “to make belief-desire psychology ‘scientific’ by simply identifying it outright with computational psychology.”
causal explanations modeled on the purported causal explanations of physics.\footnote{In contrast see Churchland, 1989: chapter 6.} Does this mean that representationalist psychological explanations are not causal explanations? The answer to this question is, I believe ‘no’. However, without some elaboration this answer is misleading — misleading because the question is ambiguous. If the question is whether the ‘because’ in explanations such as “Jason bought the concert ticket because he wanted to go to the Korn concert” is causal, then my answer is ‘yes’. If the question is whether this kind of causal explanation is the same sort of causal explanation as found in the “paradigmatic” natural science of physics, then my answer is no. Yes, the explanation does support a host of counterfactuals, but no, it is not an explanation that instantiates a physical law. Rather the explanation reflects the fact that we often use “causal explanations” for macroscopic objects in ordinary life that do not lend themselves to either decompositional or eliminative analysis in terms of strict, nomological causal explanations. For instance, it is perfectly appropriate and useful to say in the context of a baseball game that the batter hitting the pitched ball caused the ball to fly out of the stadium. At the same time, it would be extremely surprising whether there is some physical law that is uniquely satisfied by this event. An analogous story can be told in the case of representations. If the question is whether at least some, perhaps properly regimented, representational explanations will turn out to be causal explanations in the more narrow physical sense of causal explanation, then my answer is that this is a question that cannot be answered \textit{a priori}. Because representationalist explanations depend upon a specification of the interests of community making the explanations, then it is possible (though I think unlikely) that some representationalist psychological explanations will be more narrowly causal. Which representationalist explanations may turn out to be more narrowly causal? The answer to this question will depend upon an empirically discovered answer to the question: Are there psychological predicates based upon the interests of a particular linguistic community making attributions of mental states and activities that pick out natural kinds? If there are such predicates, then it is possible that at least some part of representationalist psychology could be absorbed into a science making use of a non-mental vocabulary. In contrast, if there are no such predicates,\footnote{As suggested by Wittgenstein, 1970: §§ 608ff. Also see Wittgenstein, 1979: p. 180e. Whether there exist psychological predicates that pick out natural kinds is, I believe, presently unknown. In this connection see Graham and Horgan, pp. 73ff.} then there will be no such absorption, and no representationalist psychological explanations will be narrowly causal.\footnote{See Davidson, pp. 207 - 227, 229 - 239, and 245 - 259.} In either case, representationalist psychology and non-representational science...
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are not in competition with each other.51 It is the tendency of scientism to see only micro-level physical explanations as genuine that must be resisted. Once this is done, a significant portion of human behavior can be explained representationally “in terms that are compatible with the broader, physicalistic view of nature provided by the natural sciences.”52
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The compatibility of psychological naturalism and representationalism. Andrew Ward. Georgia Institute of Technology. Fred Dretske begins chapter three of his Explaining Behavior with the following observations: Some behavior is the expression of intelligent thought and purpose. Clyde goes to the kitchen because he wants another beer and thinks there is one left in the refrigerator. Whether or not they are causes of behavior, Clyde's reasons—his desire for a beer and his belief that there is one in the fridge—are certainly thought to explain his behavior. They tell us why he made the trip. Psychological compatibility can be distinguished not only as an individual quality of personality, but also as a characteristic of the interaction process. The factors of psychological compatibility do not have objective measurement criteria; it is not determined whether the level of compatibility is associated with characterological types. The second type is socio-psychological compatibility, the presence and formation of which is directly determined by the development of social society. This includes characteristics that are formed under the influence of the immediate environment, idols and dominant ideologies, while not having any relation to the innate characteristics of the person. Mental Representation, Naturalism, and Teleosemantics. Peter Godfrey-Smith Philosophy Program, RSSS Australian National University, and Philosophy Department. 2. A model-based view of representationalism According to the main stream of work in naturalistic philosophy of mind in the 1980s, inner states of organisms like us represent the world. "Representation" here is understood as a real, fairly unified natural relation that is picked out and understood in a very vague way by folk theory, and will eventually be described in much more detail by cognitive science and philosophy. In philosophy, naturalism is the idea or belief that only natural laws and forces (as opposed to supernatural or spiritual ones) operate in the universe. Adherents of naturalism assert that natural laws are the only rules that govern the structure and behavior of the natural world, and that the changing universe is at every stage a product of these laws. According to philosopher David Papineau, naturalism can be separated into an ontological component and a methodological component. "Ontological